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The application of Monte-Carlo software packages allows for rapid and accurate simulation of particle 
transport. These packages are used to predict the performance of nuclear reactor core, protection against 
ionizing radiation, medical and research facilities with sources of radiation. Computer simulation significantly 
reduces development and test costs for the designs subjected to ionizing radiation.

For many years, the Monte-Carlo codes have been developed and improved in Russia. Among them are 
the PRIZMA code developed at RFNC – VNIITF [1], the C-007 code developed at RFNC – VNIIEF [2], the 
MCU code developed at NRC “Kurchatov Institute” [3].

Scientific and research efforts of the students attending higher educational establishments and specializing 
in the related fields of science need to focus on mathematical methods, algorithms, and tools for computer 
codes development. One of the best ways for a student to learn how to do this within the framework of these 
efforts is to personally develop a code or code modules that extend capabilities of the existing code. In this 
case, it is better to develop a small code that implements a simplified model while describing the principal 
laws of a physical process rather than generalized computer codes that have more complex architecture.

A training Monte-Carlo code for 2D axisymmetric simulation of neutron transport was developed and 
tested by the authors with the assistance of supervisors from RFNC – VNIITF. The code allows for adding 
of new code modules, for example, in order to change the geometry or the simulation methods and add new 
types of particles under consideration.

Based on this code, a training code for students who study fast neutron physics, mathematical methods, 
and programming can be developed.

The code capabilities make it possible to:
•	 apply a system of spectral constants (SC);
•	 simulate the interaction of neutrons with the substance of the system with due regard for the SC data;
•	 use the input language to set the simulated system geometry and its properties;
•	 compute the neutron density distribution on a rectangular mesh using two methods, namely, collision-

based estimation and path-based estimation [4];
•	 count the number of region boundary crossings as well as the number of particles that escaped from the 

system;
•	 estimate statistical error of the results;
•	 perform parallel computations with OpenMP [5].
Nuclear data used in computations are represented in the form of the model SC created based on the 

ENDF/B-V SC [6]. It includes nuclear data that correspond to approximations used in computations. The 
data structure in the model constants files is similar to the SC files used in PRIZMA that are described with 
the help of D-diagrams [7]. This approach to data organization allows for adding of extra information into the 
file. At that, there is no need to bring about radical changes to the code module responsible for interactions 
modeling and to rewrite the code to account for a new data format.

Collision-based estimation is rather easy to implement but its efficiency impairs greatly when the cells 
of the resultant mesh decrease in size. In such a case, path-based estimation can improve the computational 
efficiency. Besides, some other methods to reduce the results variance with the help of non-analog simulation 
are realized in the code. They include statistical weight of survival, weight windows method, as well as 
Russian roulette and splitting methods [4]. These methods can increase the number of collisions in the states 
that are valuable for the final result, while leaving the mathematical expectation of the result unchanged.

In order to speed up the computations on multicore processors, the OpenMP paralleling of particle 
transport simulation is implemented in the code.

The code testing involved consideration of several problems, including those that have analytical solution, 
for example, the sphere made of absorbing substance with a point isotopic source of neutrons in its center. 
More complex multiplying systems computed in PRIZMA were also considered.
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